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The methods for segmentation of images of atomspheric clouds, which are obtained by remote
sensing methods using aircraft or satellite onboard systems are developed. The proposed approach
is to some extent further improvement of the convolutional neural network of the U-net type. It
uses known quality criteria for segmentation, which allows us to compare the proposed
approach with already known methods in the field of segmentation of images of atmospheric
clouds. A large number of experiments on real images shows the feasibility of using the
proposed method of segmentation for automated processing with the requirements for real-time
operation. Use of the results is possible in the tasks of monitoring and classification for weather
forecasting, agriculture, and other areas related to observations of atmospheric clouds.
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CEI'MEHTANIA 306PA’KEHDb XMAP HA OCHOBI I''INBOKOI'O
HABYAHHSA

B. I1. Pycun, O. A. Jlyuuk, P. 5. Kocapesuu, B. B. Kopniii
®diznko-mMexaniynuii iHcTuTyT im. I'. B. Kapnenka HAH Yxkpainn, JInBiB

Cy4acHHMI PO3BHTOK TEXHOJIOTiH BIIMBAE Ha PO3POOKY METONIB AWCTAHIIHHOTO 30HIyBaHHS
aTMocdepu 3emIIi 3a JOIOMOT0I0 OOPTOBUX CYIMTyTHHUKOBUX CHUCTEM. J{MCTAaHIIHHUM 30HIyBaH-
HSM OTPUMYIOTh 300pa)KeHHSI BUCOKOT PO3IUTBHOT 3MaTHOCTI, SIKi PUAATHI 111 BUKOPUCTAHHS
Pi3HUMH CITyX0aMH CIIOCTEPEKEHHS Ta MPOTHO3YBaHHS aTMOoCc(epHUX sSBHI. KinbKicTh HaHUX
JVICTaHIITHOTO 30HAYBaHHS 3pOcCiia 10 TepabaiT, i mei mpolec NOCTIHHO TPHUBAE, M0 YHEMOX-
JIUBIIIOE aHATI3 Ta OLIHKY JaHUX OMEepPaTopOM-JIOAWHOK0. Lle mpu3BOAMTH 0 HEOOXiTHOCTI
aBTOMAaTH30BaHOTO MOHITOPHHTY Ta 00poOKH 300pakeHb. ABTOMaTH30BaHa 00poOKa 300pakeHb
€ BUPIMIAITBHOIO JIAHKOIO Y TIPOTHO3YBaHHI MacH XMapHOCTI.

Po6oTa npucesiuena po3po0iii MeToIiB cerMeHTanii 300paxeHs aTMocdepHux xmap. [Ipoanani-
30BaHi OCHOBHI METOAM CETMEHTAII ITiJ] 9ac 3aCTOCYBaHHS 0 300pakeHb aTMOC(HEPHHIX XMap,
OTPUMAaHHX METOAaMH THCTAaHIIWHOTO 30HAYBAaHHS. 3alpONOHOBAHO MiIXil, SKUHA € TOIallhb-
[IMM PO3BHTKOM MOJIEINI TIHOOKOTO HaBYaHHS, 1110 0a3yeThCs HA HEHPOHHIM Mepexi CTPyKTypH
U-net kmacy CNN. HaBezneHo siKicTh cerMeHTallii 300pakeHb XMapHOCTi 3a JOOMOTOIO Pi3HHAX
METO[IB, JIe MipOIO SIKOCTI € KpHUTepii, 110 0a3yI0ThCs Ha CIIBBITHOIICHHI epeTHHY 10 00’€e-
HauHs MHOXXHUH (IoU). OuiHeHo nepeBary Ta HEJONIKU 3aIIpOIIOHOBAHOTO METOJIY CerMEeHTallil.
[TepeBaru mizxoxy — NPOCTOTa, MIBUAKICTH Ta SKICTh CerMeHTawil 10 5 kiaciB. BcraHoBneHo
JOLIJIBHICT BUKOPUCTAHHS CErMEHTAllil Ha OCHOBI HEHPOHHHUX MepekK 3 MTHOOKUM HaBYAHHSIM,
10 a0 MOXKIIMBICTH JIOKaJTi3yBaTH XMapH Ha 300pakKeHHI 3 BHCOKOIO JOCTOBIpHICTIO. Pe3yib-
TaTH MO>KHAa BUKOPUCTATH B CHCTEMaX MOHITOPUHTY Ta Kiacudikaiii perioHiB Ykpainu 3a po3-
TMIOJIIJIOM XMapHUX Mac MO Ce30HaX Ha OCHOBi 300pa)eHb CYITyTHHKOBHX KapT ITOTOAN.

KuawuoBi cioBa: oucmanyitine 30HOy8anHA, ceemenmayis 300pasiceHb, 2MuOOKe HAGUAHHA,
ammocgepra xmapHicme.

Introduction. The current state of the problem is the development of remote
sensing techniques for the Earth’s atmosphere using airborne satellite systems. Remote
sensing of images is obtained with high resolution, which makes them suitable for use
by various services for observing and predicting atmospheric phenomena. This radi-
cally changed the remote sensing, and resulted in the creation of a new discipline.
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The amount of remote sensing data has grown to terabytes, and this process is
constantly ongoing, which makes it impossible to analyze and evaluate data by a human
operator. This leads to the need for automated monitoring and processing.

Automated image processing is a crucial element in the process of forecasting masses
of cloudiness. Overwhelmingly, remote sensing data is digital images. This includes
the image in the visible spectrum as well as multispectral images. The fundamental
task of data analysis is to identify useful information. The ultimate goal of automated
image processing is their understanding, that is, the ability not only to establish the
structure of the image, but also to know what it represents. This involves the use of
models that describe the expected structure of the observed objects. In recent decades,
the principles of model interpretation of images have been successfully applied to
images of artificial objects. However, they turned out to be much more difficult to
apply for real images of complex and variable structures. In such cases, it is even
problematic to restore the image structure reliably, without a model representation of
often noisy and incomplete data presented on the images.

The restoration of cloud characteristics is possible with the help of remote sensing
tools and provides for both ground observation and satellite facilities [1]. This complex
problem is solved by various means of information processing [2—4]. Good results have
been achieved using the classification and segmentation of satellite images [5], as well
as using statistical approaches [6].

The segmentation quality greatly affects the quantitative characteristics of
cloudiness assessment [7].

Problem statement. Segmentation refers to the process of dividing a digital image
into several segments (sets of points), and allows to determine how the image pixels
belong to different sets. In the case of cloud images, we deal with binary segmentation
when examining clouds and background areas.

An important disadvantage of segmentation is that there is no accurate reference
sample to evaluate the quality of a particular segmentation method. Based on this, the
only subjective assessment can be the expert experience and Intersection over Union
(loU) criteria. All traditional segmentation approaches involve an expert operator who,
if necessary, adjusts the system parameters in order to achieve a better work result
[8-10]. The only completely automated segmentation exception can be systems based
on machine learning methods [11].

To effectively solve various problems of image segmentation, their mathematical
formulation is necessary, first of all it includes a mathematical description, that is, a
model of image presentation as an object of study. It is very desirable that mathemati-
cal models allow solving the problems of analysis and synthesis [12, 13]. That is, ac-
cording to the known parameters of the model, it should be possible to select the para-
meters that describe images with the specified properties. This is necessary for the
visual evaluation of the obtained images and for testing the processing algorithms.
Modern methods used in solving problems associated with preprocessing, in particular
segmentation in most cases, operate on statistical data models [14, 15].

From the point of view of computing resources, it is very effective to use cluster
analysis methods for segmentation. The essence of clustering is that all source objects
(in this case, pixels) are divided into several groups that do not overlap, so that objects
that fall into one group have similar characteristics, while in objects from different groups
these characteristics should be significantly different. The resulting groups are called
clusters. The initial values in the simplest way for clustering are pixel coordinates
(%, y), in more complex cases, for example for half-tone images, a three-dimensional
vector (x, y, I(x, y)) is used, where I(x, y) — grayscale. Images of cloudiness are low
contrast; in such conditions good results can be achieved using clustering algorithms
that are sensitive for a narrow range of magnitudes. The basic idea is to define a k-center,
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one for each cluster. The image is projected into n-dimensional space. For initial ini-
tialization, the maximum distance criterion is used to set apart the kernel as the farthest.
In the next step, each of the space vectors must be mapped to the nearest core. After
that, the kernels are updated according to algorithm.

To improve the performance of the segmentation method of low contrast images,
the criterion of the initial initialization of the kernels in space is modified, which can
significantly increase the sensitivity in problem areas of the image.

All kernels gradually change their location until the condition for the completion
of the iterative process occurs. The algorithm minimizes the objective function by the
method of least squares.

The least studied, but the most promising are approaches based on deep learning.
Generation and discriminatory models show the best generalizing properties among
image segmentation methods. Separately, we can distinguish convolutional neural net-
works (CNN), which provide better segmentation of cloud images.

The CNN structure gives the best segmentation results of the cloud images among
all the investigated algorithms. The advantage is also a fully automatic mode without
operator intervention. The disadvantages include a long learning process and the need
for a large training set. It is expensive to create an expert training sample, where each
image is analyzed by an expert.

A training set may consist of different image classes, but a better result can be
expected when using samples from the same class of images [16]. In our case reinfor-
cement learning does not appear to fully meet expectations.

Images of clouds are obtained by means of remote sensing, such as aerial photo-
graphy or satellites. To compare the work of segmentation methods, composite-struc-
tured images are used with which you can assess the shortcomings of each of the pro-
posed methods. The original image of cloudiness is obtained using remote sensing tools.

Model description. The proposed model (Fig. 1), similar to U-Net [17], receives
three-channel (RGB) images of arbitrary size and returns segmented image of atom-
spheric clouds, in our case there are 15 classes of segmentation. Within the framework
of the experiment, the model was trained on the basis of the created database of 1300
images. The training sample plays a critical role in the training of the proposed model.

To increase the amount of training sample extra augmentation is proposed. The
experiments used augmentation of several directions:

* image distortion due to angle change;

« distortion of images through blurring;

* image distortion by additive noise;

* image replication by zooming.

The functional part of the proposed model can be divided into two main parts from
the sides of separating bottleneck. The modified clustering cloud image segmentation
algorithm shows good results with low contrast. The advantages include high speed
and minimal participation of the operator-expert.

The first 3 convolution layers is of 64 elements with convolution mask within
3x3. Batch normalization is added to accelerate the training process; it avoids losses
when using gradient methods such as a back propagation method. The next two layers
consist of 128 and 3x3 convolution layers. And two layers consist of 256 elements with
3x3 and 1x1 masks respectively.

In our research we apply activation function which is a combination of a pie-
cewise linear function and a sigmoid function. It is shown that this form of activation
function is the most optimal in terms of our task and will have the benefits of further
optimization of the model.
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Output d image 256x256
Fig. 1. Proposed architecture of the deep model for segmentation.

Fig. 2. shows the form of the activation function.
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Fig. 2. The form of the activation function.

Analytical representation of the activation function:

0:x<0,
f(x)= X:x<0.5, 1)

e :x>05.
+e

The model is trained using gradient methods. In this case, the derivative of the
proposed function will look like:
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0:x<0,
f'(x)= 1:x<05, 2
fO)L-f(x)):x>05.

It is found that the training sample may consist of images of different classes, but
the best result can be expected when using images of the same type.

Experimental studies of the accuracy of the segmentation algorithm, depending on
the size of the training sample, have been carried out. As the criterion for evaluating the
loU criterion chosen, it has the most integrative features in the case of segmentation.

The proposed structure of CNN gives the best qualitative results of segmentation
of images with clouds in comparison with other algorithms. The advantage is also a
fully automatic mode of operation without operator participation. The disadvantage is a
long process preparation and dependence on a large sample for training.

Cloud segmentation can be done by dividing the image into one cloud class (Fig. 3).
However, in this case only generalizing information can be obtained, while multi-seg-
mentation allows us to calibrate clouds by intensity level.

Fig. 3. Segmentation of the image of clouds Fig. 4. Segmentation of the image
into one class and background. of clouds into several classes.

Using the proposed neural network approach, based on deep learning, it is
possible to segment image into several cloud classes (Fig. 4).

In Fig. 5. the result of a single-class neural network image segmentation with
clouds over Ukraine is shown.

Fig. 5. The image segmentation of clouds over Ukraine.

The speed of the image processing algorithm is the important parameter that is
paid attention to when developing the system of image segmentation. The speed of the
algorithm depends on the use of computing power when solving a specific problem.

76 ISSN 0474-8662. Information Extraction and Process. 2020. Issue 48 (124)



In the case of the neural network approach, there are two important stages in which
computational complexity plays an important role. The most computationally complex
is network training, since it is processing a large amount of data in iterative process to
establish the weights of the network. The stage of direct work of a trained network is
usually at lower computational cost, but the requirements for operational efficiency are
much higher. Such processing systems must operate within real time.

Table 1. Comparison of various segmentation methods with direct application
for atmospheric images (256x256)

Model loU loU loU Opereati_on Time(s)
(1-class) (5-classes) (8-classes) CPU(i5-2700)
Thresholding 0.68 0.42 0.34 0.1
Clasterization 0.73 0.54 0.42 0.7
U-Net 0.93 0.76 0.66 1.2
Mask R-CNN 0.81 0.74 0.71 2.2
Proposed approach 0.91 0.73 0.63 0.7

As a result of comparing the work of various segmentation methods with direct
application for atmospheric images of cloudiness obtained by remote sensing techniques,
Table 1. was formed.

It can be seen from the table above that the proposed approach to cloud segmen-
tation has its advantages. With a small number of segmentation classes by criterion loU
it shows comparative results with U-Net with better operation time results. Drawbacks
begin to appear when the number of segmentation classes is more than 5, but in the
case of cloud segmentation this is not critical.

CONCLUSION

As a result of the study, a comparison was made of the main technologies that can
be used in segmentation of atmospheric images obtained by remote sensing methods.
The proposed approach is a further development of the deep learning model based on
CNN class U-net. It is shown that the proposed approach demonstrates good properties
in mono segmentation and in multi segmentation cases. Intersection over Union criterion
is used to assess the quality of segmentation. It was also experimentally established
that with increasing classes to 5 or more, the proposed approach is somewhat inferior
to Mask R-CNN with the same size of the training sample. This can be attributed to the
large discrimination potential of Mask R-CNN. The advantages of the proposed approach
include simplicity, speed and quality of segmentation with up to 5 classes. The proposed
approach can be used in the systems of monitoring and classification of the regions of
Ukraine on the distribution of cloud masses in the seasons based on images of satellite
weather maps.
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